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1. Introduction

Bottom-up evaluation of logic programs has recently attracted much attention in the logic programming and the deductive database field. It is complete [7], and if the number of all possible facts is finite, it is guaranteed to terminate, while top-down evaluation may not. Bottom-up evaluation, however, may be inefficient since it may generate many facts irrelevant to the query. To overcome this drawback, a number of optimization strategies have been proposed on seminaive bottom-up evaluation [1,6,7,9].

Filtering is a query optimization strategy based on the seminaive evaluation on system graphs, which evaluates a query in terms of the bottom-up data flow on system graphs. Filtering methods try to restrict data flow on system graphs as much as possible by means of filters, which are selections attached on arcs of system graphs [3,6,7]. Static filtering restricts data flow using static filters which are computed at compile-time by propagating data-independent bindings. Dynamic filtering uses dynamic filters which are computed by propagating “actual data” generated during evaluation [6].

In this paper, we propose a new filter called abstract filter which is computed at compile time using the result of a two-phase abstract interpretation. The two-phase abstract interpretation consists of a bottom-up phase followed by a top-down one, and it provides an approximation of (possibly nonground) success patterns relevant to a given query. The bottom-up phase extends the bottom-up abstract interpretation in [2] following the framework in [8]. A two-phase abstract interpretation is not a new idea in this area even though it has not been published in our form. The abstract filter prevents facts not in that approximation from being passed in the evaluation of system graphs. From a theoretical point of view, the abstract filter is shown to be at least as powerful as the static filter under some assumption.

The next section gives preliminaries. Section 3 describe filtering on system graphs. Section 4 describes abstract interpretation. In Section 5, the abstract filter is computed. Section 6 concludes the paper.
2. Preliminaries

Let $\text{Pred}$, $\text{Cons}$ and $\text{Var}$ denote the set of predicates, the set of constructors (constants or function symbols) and a denumerable set of variables, respectively. The set of all terms constructed from $\text{Cons}$ and $\text{Var}$ is denoted by $\text{Term}(\text{Cons}, \text{Var})$. $\text{Atoms}$ is the set of all atoms $p(t_1, \ldots, t_n)$ constructed from $p \in \text{Pred}$ and $t_1, \ldots, t_n \in \text{Term}(\text{Cons}, \text{Var})$. A program $P$ is a finite set of program clauses of the form $A \leftarrow B_1, \ldots, B_n$ ($n \geq 0$) where $A$ is a head atom and $B_1, \ldots, B_n$ are body atoms. If $n = 0$ then the clause is simply $A \leftarrow$ and called a fact. Otherwise it is called a rule. A rule is denoted by $\delta$ if necessary. A function $\text{pred}(\delta, i)$ is defined to be the $i$th predicate symbol in the body of $\delta$, and a function $\text{head}(\delta)$ is the predicate of the head of $\delta$. A query $Q$ is of the form $\leftarrow B_1, \ldots, B_n$ where $B_1, \ldots, B_n$ are atoms.

A partial function $\text{mgu}$ maps a pair of syntactic objects to an indempotent most general unifier of them. We write $\text{mgu}(\langle a_1, \ldots, a_n \rangle, \langle b_1, \ldots, b_n \rangle)$ to denote the most general unifier of the set of equations $(a_1 = b_1, \ldots, a_n = b_n)$. When $S$ is a set and $\sim$ is an equivalence relation on $S$, $S/\sim$ is the set of equivalence classes on $S$ with respect to $\sim$. For an element $a \in S$, $[a]_\sim$ denotes the equivalence class of $a$ with respect to $\sim$, that is, $[a]_\sim = \{a' | a' \sim a\}$.

The extended Herbrand universe $U_p$ is $\text{Term}(\text{Cons}, \text{Var})/\sim$ where $\sim$ is the variance relation (i.e. $t_1 \sim t_2$ iff $\exists \theta_1, \theta_2$ s.t. $t_1 \theta_1 = t_2 \theta_2 = t_1$). The variance relation can be extended easily to any syntactic object (atoms, clauses etc.). The extended Herbrand base $B_p$ is $\text{Atoms}/\sim$ where $\sim$ is the variance relation extended on atoms. An interpretation $I$ is a subset of $B_p$. Let $\varphi(S)$ denote the power set of a set $S$. Given an equivalence class $[A]_\sim$ of atoms and a finite set of variables $V$, it is always possible to find a representative $A'$ in $[A]_\sim$ that contains no variables from $V$. For a syntactic object $s$ and a set of equivalence classes of atoms $I$, we denote by $\langle A_1, \ldots, A_n \rangle \lessapprox s$ if $A_1, \ldots, A_n$ are representatives of elements of $I$ renamed apart from $s$ and from each other. For simplicity, an atom represents its equivalence class and we write $A$ rather than $[A]_\sim$.

Definition 1 [5]. $T_p : \varphi(B_p) \rightarrow \varphi(B_p)$ is a transformation associated with a program $P$,

$$T_p(I) = \left\{ A \theta \mid C = A \leftarrow B_1, \ldots, B_n \in P \\ \langle B'_1, \ldots, B'_n \rangle \lessapprox_c I \\ \theta = \text{mgu}(\langle B'_1, \ldots, B'_n \rangle, \langle B_1, \ldots, B_n \rangle) \right\}.$$ 

The semantics of a program $P$ is determined by $\text{lfp}(T_p) = T^*_p$, the least fixpoint of $T_p$ [5].

The abstract interpretation framework [4] presupposes a least fixpoint characterization of the collecting semantics. We assume a concrete interpretation can be defined in terms of a monotonic operator $E_p : E \rightarrow E$ on a domain $E$, and an abstract analysis in terms of a monotonic operator $D_p : D \rightarrow D$ on an abstract domain $D$. We assume the elements of $E$ and $D$ are sets.

Definition 2 [4,8]. An abstract interpretation $((E, \subseteq), E_p, (D, \subseteq), D_p, \alpha, \gamma)$ consists of a complete lattice $(E, \subseteq)$, a monotonic operator $E_p : E \rightarrow E$, a complete lattice $(D, \subseteq)$, a monotonic operator $D_p : D \rightarrow D$, an abstraction function $\alpha : E \rightarrow D$ and a concretization function $\gamma : D \rightarrow E$, such that

1. $\alpha$ and $\gamma$ are monotonic,
2. $d = \alpha(\gamma(d))$ for all $d \in D$,
3. $e \subseteq \gamma(\alpha(e))$ for all $e \in E$, and
4. $E_p(\gamma(d)) \subseteq \gamma(D_p(d))$ for all $d \in D$.

Conditions (1)-(3) state that $((E, \subseteq), \alpha, (D, \subseteq), \gamma)$ forms a Galois insertion. Condition (4) is the safeness criterion that ensures that $D_p$ faithfully mimics $E_p$. 
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Proposition 3 [4]. If \(((E, \subseteq), E_p, (D, \subseteq), D_p, \alpha, \gamma)\) is an abstract interpretation, \(\gamma(lfp(D_p)) \subseteq lfp(E_p)\).

3. Filtering on system graphs

A system graph for a program \(P\) was introduced as a tool for bottom-up query evaluation [6,7]. We assume that a query \(Q\) is represented as \(ans \leftarrow Q\) and it is contained in \(P\). Let \(Arg\_Var(\delta, i)\) denote the argument variable of the \(i\)th body atom of a rule \(\delta\). An argument variable is a variable corresponding to an argument position of an atom. If an atom has an \(m\)-ary predicate \(p\), its argument variables are \(P_1, \ldots, P_m\) named after the predicate symbol. We denote by \(n_\delta\) the number of body atoms in a rule \(\delta\).

**Definition 4.** A system graph for a program \(P\) is \(S_g = (V_p, V_R, E_{P,R}, E_{R,P}, F)\) where

- \(V_p\) and \(V_R\) are the sets of predicates and rules in \(P\) respectively,
- \(E_{P,R} = \{(p, \delta)/i | p \in V_p, \delta \in V_R, p = pred(\delta, i), 1 \leq i \leq n_\delta\}\),
- \(E_{R,P} = \{\delta, p | \delta \in V_R, p \in V_p, p = head(\delta)\}\),
- \(F\) is a filter function that associates a filter over \(Arg\_Var(\delta, i)\) with every arc \((p, \delta)/i \in E_{P,R}\).

The slashed pair \((p, \delta)/i\) in \(E_{P,R}\) denotes the \(i\)th input port (incoming arc) of a rule-node \(\delta\) from a pred-node \(p\). The value of a filter function \(F\) on a port \((p, \delta)/i, F((p, \delta)/i)\), is called the filter of that port and it represents a logical formula over \(Arg\_Var(\delta, i)\) which tuples must satisfy to pass the port. A filter \(F((p, \delta)/i)\) is denoted by \(F_{\delta,i}\) in short. The system graph with a filter function \(F\) for a program \(P\) is denoted by \(SG^F_P\). Figure 1 shows the system graph for the program in Example 7.

The simplistic bottom-up evaluation evaluates a query in terms of bottom-up data flow on system graphs [7]. The filter of each port in \(E_{P,R}\) restricts data flow through the port by not passing facts or its tuples if they do not satisfy the filter. The evaluation on \(SG^F_P\) computes \(lfp(T^F_P)\), that is, each pred-node contains its fact in \(lfp(T^F_P)\).

**Definition 5.** \(T^F_P : \varphi(B_p) \rightarrow \varphi(B_p),\)

\[
T^F_P(I) = \left\{ A \theta \mid C = A \leftarrow B_1, \ldots, B_n \in P \\
B' \subseteq I, \theta = mgu(\langle B_1', \ldots, B_n' \rangle, \langle B_1, \ldots, B_n \rangle) \right\}
\]

The evaluation on \(SG^F_P\) computes \(lfp(T^F_P)\), that is, each pred-node contains its fact in \(lfp(T^F_P)\).

![Fig. 1. System graph for the program in Example 7.](image)
We review the static filter computation in [7] in brevity.

**Definition 6** [10]. A level-k subterm is defined as follows:

(a) For a given term \( t \), \( t \) is a level-0 subterm of \( t \).
(b) If a level-k subterm of \( t \) is \( f(t_1, \ldots, t_n) \), then \( t_i \) is a level \( k + 1 \) subterm of \( t \).

The depth-k abstract term of a term \( t \) is the term \( t' \) which is obtained by substituting every level-k subterm of \( t \) with a fresh variable [10]. The k-signature of a term extends the depth-k abstraction by maintaining symbols in the deleted subterms as a set [7]. It propagates bindings in the query backward on system graph until no more new calling (binding) patterns are found, with every calling pattern being maintained in its k-signature form. We denote the static filter by \( SF \) in the following. See [7] for details.

**Example 7.** Consider the static filter computation for the following program \( P \):

\[
\gamma : \leftarrow p(X, f(f(b))). \quad \text{(query)}
\]
\[
\alpha : p(X, Y) \leftarrow r(X, Y).
\]
\[
\beta : p(X, f(Y)) \leftarrow r(X, Z), p(Z, Y).
\]

The selection \( P_2 = f(f(b)) \) in the query imposes a selection \( P_2 = f(b) \) on \((p, \beta) / 2\) if pushed backward via the rule \( \beta \). The new selection \( P_2 = f(b) \) imposes a selection \( P_2 = b \) if pushed backward via \( \beta \). The selections \( P_2 = f(f(b)), P_2 = f(b) \) and \( P_2 = b \) can be pushed similarly via the rule \( \alpha \). The static filters computed are \( SF_{\beta,2} = (P_2 = f(b) \vee P_2 = b) \) and \( SF_{\alpha,1} = (R_2 = f(f(b)) \vee R_2 = f(b) \vee R_2 = b) \).

4. Abstract interpretation

We first review a basic bottom–up abstract interpretation \( ((\phi(B_p), \subseteq), T_p, (\phi(B_p^\sigma), \subseteq), T_p^\sigma, \alpha, \gamma) \) in [2]. Let \( \rho(t) \) be a function which maps a term \( t \) to its depth-k abstract term. Then abstract universe of a program \( P \) is defined by \( U_p^\sigma = \rho(U_p) \). Abstract base \( B_p^\sigma \) of a program \( P \) is defined by \( \text{Atoms}^\sigma = \{ p(t_1^\sigma, \ldots, t_n^\sigma) \mid p \in \text{Pred}^\sigma, \{t_1^\sigma, \ldots, t_n^\sigma\} \subseteq U_p^\sigma \} \). The abstraction function \( \alpha : B_p \to B_p^\sigma \) is defined by \( \alpha(A) = \{ p(t_1, \ldots, t_n) \} = [p(\rho(t_1), \ldots, \rho(t_n))]_\sigma \), and can be extended to \( \alpha : \varphi(B_p) \to \varphi(B_p^\sigma) \) which is defined by \( \alpha(A) = \{ \alpha(A) \mid A \in I \} \). The corresponding concretization function \( \gamma : \varphi(B_p^\sigma) \to \varphi(B_p) \) is \( \gamma(A^\sigma) = \{ A' \in B_p \mid A^\sigma \subseteq A', \alpha(A') = A^\sigma \} \).

**Lemma 8.** \( ((\varphi(B_p), \subseteq), \alpha, \gamma) \) is a Galois insertion.

An abstract substitution is a substitution \( \vartheta : V \to U_p^\sigma \) where \( V \) is a set of variables. Given a substitution \( \vartheta = \{ t_1/x_1, \ldots, t_n/x_n \} \), \( \alpha, \gamma \) is defined by \( \alpha(\vartheta) = \vartheta^\sigma = \{ \rho(t_1)/x_1, \ldots, \rho(t_n)/x_n \} \). The abstract operator \( T_p^\sigma \) approximates \( T_p \).

**Definition 9** [2]. \( T_p^\sigma : \varphi(B_p^\sigma) \to \varphi(B_p^\sigma) \),

\[
T_p^\sigma(A^\sigma) = \left\{ \begin{array}{l}
\alpha(A^\sigma), \\
\vartheta^\sigma = \text{mgu}^\sigma(\langle B_1^\sigma, \ldots, B_n^\sigma \rangle), \langle B_1^\sigma, \ldots, B_n^\sigma \rangle \subseteq_c I^\sigma,
\end{array} \right.
\]

where \( \text{mgu}^\sigma(\langle B_1^\sigma, \ldots, B_n^\sigma \rangle, \langle B_1^\sigma, \ldots, B_n^\sigma \rangle) = \alpha(\vartheta), \vartheta = \text{mgu}(\langle B_1^\sigma, \ldots, B_n^\sigma \rangle, \langle B_1^\sigma, \ldots, B_n^\sigma \rangle) \).
It is shown in [1] that the least fixpoint \( lfp(T_p^\gamma) \) is \( (T_p^\gamma)^n(\emptyset) \) for some finite \( n \), and the analysis is correct.

**Theorem 10** [2]. \( \gamma(lfp(T_p^\gamma)) \supseteq lfp(T_p) \) for any program \( P \).

We now describe a two-phase abstract interpretation which consists of a bottom–up phase followed by a top–down one. Let \( C_p \) be the set of all instances of clauses in a program \( P \). The set of all abstract clauses of \( P \) is defined by \( C^\gamma_p = \{ \alpha_c(C^\gamma) \mid C \in P, \theta^\gamma : \text{Var}(C) \to U^\gamma_p \} \) where \( \text{Var}(C) \) is the set of variables in \( C \) and \( \alpha_c(A \leftarrow B_1, \ldots, B_n) = \{ \alpha'_c(A) \leftarrow \alpha'_c(B_1), \ldots, \alpha'_c(B_n) \} \) where \( \alpha'_c(B_i) \) maps \( B_i \) into its depth-\( k \) abstract atom. We first consider the bottom–up phase. It is defined by the abstract interpretation \( (\varphi(B_p) \times \varphi(C_p), \subseteq), \varphi'(B_p) \times \varphi(C_p), \subseteq, \varphi'(C_p), \alpha, \gamma \) which extends the above basic analysis based on the framework in [8]. The concrete operator \( \varphi_p \) is defined by extending \( T_p \).

**Definition 11.** \( \varphi_p : \varphi(B_p) \times \varphi(C_p) \to \varphi(B_p) \times \varphi(C_p) \), \( \varphi_p(I, J) = (T_p(I), J') \) where

\[
J' = \left\{ C \mid C = A \leftarrow B_1, \ldots, B_n \subseteq P, \langle B_1', \ldots, B_n' \rangle \leq_C I, \theta = \text{mgm}((\langle B_1, \ldots, B_n \rangle, \langle B_1', \ldots, B_n' \rangle)) \right\}.
\]

The concrete collecting semantics of a program \( P \) is \( lfp(\varphi_p) \).

The abstraction function \( \alpha : \varphi(B_p) \times \varphi(C_p) \to \varphi(B_p^\gamma) \times \varphi(C_p^\gamma) \) is defined by \( \alpha(I, J) = (\alpha_c(I), \alpha_c(J)) \). The concretization function \( \gamma : \varphi(B_p^\gamma) \times \varphi(C_p^\gamma) \to \varphi(B_p) \times \varphi(C_p) \) is \( \gamma(I^\gamma, J^\gamma) = (\gamma_c(I^\gamma), \gamma_c(J^\gamma)) \) where \( \gamma_c(J^\gamma) = \{ \gamma_c(C) \mid C \in I^\gamma, \alpha_c(C) = C^\gamma \} \). The abstract operator \( \varphi_p^\gamma \) is defined by extending \( T_p^\gamma \), so as to contain abstract clauses as well as abstract atoms.

**Definition 12.** \( \varphi_p^\gamma : \varphi(B_p^\gamma) \times \varphi(C_p^\gamma) \to \varphi(B_p^\gamma) \times \varphi(C_p^\gamma) \), \( \varphi_p^\gamma(I^\gamma, J^\gamma) = (T_p^\gamma(I^\gamma), J^{\gamma\gamma}) \) where

\[
J^{\gamma\gamma} = \left\{ \alpha_c(C^\gamma) \mid C = A \leftarrow B_1, \ldots, B_n \subseteq P, \langle B_1^\gamma, \ldots, B_n^\gamma \rangle \leq_C I^\gamma, \theta^\gamma = \text{mgm}((\langle B_1, \ldots, B_n \rangle, \langle B_1^\gamma, \ldots, B_n^\gamma \rangle)) \right\}.
\]

The bottom–up phase computes the least fixed point \( lfp(\varphi_p^\gamma) \) which is shown to terminate in the following. Its first part is denoted by \( lfp(\varphi_p^\gamma) \) and the second part by \( lfp(\varphi_p^\gamma) \) is the same as \( lfp(T_p^\gamma) \) and \( lfp(\varphi_p^\gamma) \) contains all abstract clauses whose body goals are in \( lfp(T_p^\gamma) \).

**Theorem 13.** Let \( P \) be a logic program. The least fixpoint \( lfp(\varphi_p^\gamma) = (\varphi_p^\gamma)^n(\emptyset) \) for some finite \( n \).

**Proof.** Since \( \varphi_p^\gamma \) is monotone, \( lfp(\varphi_p^\gamma) \) exists by the Knaster–Tarski theorem, and since \( \varphi(B_p^\gamma \times C_p^\gamma) \) is a finite lattice, \( lfp(\varphi_p^\gamma) = (\varphi_p^\gamma)^n(\emptyset) \) for some finite \( n \). \( \square \)

The following lemma and theorem show the safeness of the bottom–up phase.

**Lemma 14.** \( \gamma(\varphi_p^\gamma(I^\gamma, J^\gamma)) \supseteq \varphi_p(\gamma(I^\gamma, J^\gamma)) \) for all \( I^\gamma \in \varphi(B_p^\gamma), J^\gamma \in \varphi(C_p^\gamma) \).

**Proof.** See [3] for the proof. \( \square \)
Theorem 15. \( \gamma(\text{lfp}(\%_p^\alpha)) \supseteq \text{lfp}(\%_p) \) for any program \( P \).

Proof. It is straightforward that \((\varphi(B_p) \times \varphi(C_p), \subseteq), \alpha, (\varphi(B_p^\alpha) \times \varphi(C_p^\alpha), \subseteq), \gamma)\) is a Galois insertion. So the proof is by Lemma 14 and Proposition 3. \( \square \)

Example 16. Let \( P \) be the following logic program:

\[
\begin{align*}
\alpha &: \text{path}(X, [X]) \leftarrow \text{final}(X). \\
\beta &: \text{path}(X, [X | P]) \leftarrow \text{arc}(X, N), \text{path}(N, P).
\end{align*}
\]

\[
\text{final}(f).
\]

\[
\begin{align*}
\text{arc}(a, b). \quad \text{arc}(a, c). \quad \text{arc}(c, b). \quad \text{arc}(d, f). \quad \text{arc}(e, c). \quad \text{arc}(e, f). \quad \text{arc}(g, e).
\end{align*}
\]

Let the depth of abstraction be 2. The result of the bottom-up phase is as follows.

\[
\text{lfp}_{\alpha}(\%_p^\alpha) = \{ \begin{array}{rl}
\text{arc}(a, b), & \text{arc}(a, c), \text{arc}(c, b), \text{arc}(d, f), \text{arc}(e, c), \text{arc}(e, f), \text{arc}(g, e), \text{final}(f).
\end{array}
\]

The facts of path in \( \text{lfp}_{\alpha}(\%_p^\alpha) \) represent vertices, which are connected to the vertex \( f \). The number of the facts of path in \( \text{lfp}_{\alpha}(\%_p^\alpha) \) is bounded by the number of vertices, see Section 6 for details.

The bottom-up phase computes approximated success patterns without regard to a query. So, some of them are not relevant to a given query. An abstract clause \( H^\alpha \leftarrow B_1^\alpha, \ldots, B_n^\alpha \in \text{lfp}(\%_p^\alpha) \) is relevant to a query \( Q \) if

(a) \( H^\alpha \) is unifiable with some atoms in \( Q \)

(b) \( H^\alpha \) is unifiable with some body atom of some abstract clause relevant to \( Q \).

The top-down phase finds a subset of \( \text{lfp}_{\alpha}(\%_p^\alpha) \), which consists of only the abstract clauses relevant to a query. We will define an abstract interpretation \((\varphi(\text{lfp}_{\alpha}(\%_p)), \subseteq), \mathcal{D}_p, (\varphi(\text{lfp}_{\alpha}(\%_p)), \subseteq), \mathcal{D}_p^\alpha, \alpha, \gamma)\) for the top-down phase. The concrete operator \( \varphi_p \) is defined for a concrete collecting semantics.

Definition 17. \( \mathcal{D}_p : \varphi(\text{lfp}_{\alpha}(\%_p)) \rightarrow \varphi(\text{lfp}_{\alpha}(\%_p)) \). Consider a given query \( Q \). Let \( \text{body-atoms}(J) \) be the set of body atoms of clauses in \( J \).

\[
\mathcal{D}_p(J) = \{ C \mid C = A \leftarrow B_1, \ldots, B_n \in \text{lfp}_{\lambda}(\%_p), A' \in \text{body-atoms}(Q \cup J), \exists \text{mgu}(A, A') \}
\]

The abstract operator \( \mathcal{D}_p^\alpha \) is defined for the top-down phase.

Definition 18. \( \mathcal{D}_p^\alpha : \varphi(\text{lfp}_{\alpha}(\%_p)) \rightarrow \varphi(\text{lfp}_{\alpha}(\%_p)) \). Consider a given query \( Q \). Let \( \text{body-atoms}(J^\alpha) \) be defined as Definition 17.

\[
\mathcal{D}_p^\alpha(J^\alpha) = \{ C^\alpha \mid C^\alpha = A^\alpha \leftarrow B_1^\alpha, \ldots, B_n^\alpha \in \text{lfp}_{\alpha}(\%_p^\alpha), A'' \in \text{body-atoms}(Q \cup J^\alpha), \exists \text{mgu}(A^\alpha, A'') \}
\]
The least fixpoint \( \text{lfp}(\mathcal{D}_{p}^\varphi) \) is \((\mathcal{D}_{p}^\varphi)^n(\emptyset)\) for some finite \( n \) because \( \mathcal{D}_{p}^\varphi \) is monotone and \( \varphi(\text{lfp}(\mathcal{D}_{p}^\varphi)) \) is a finite lattice. It contains all the abstract clauses in \( \text{lfp}(\mathcal{D}_{p}^\varphi) \) which are relevant to the query.

**Example 19.** Consider a query \( \leftarrow p(a, b) \). The top-down phase for the program in Example 16 is

\[
\text{lfp}(D_{p}^\varphi) = \begin{cases} 
\text{path}(a, [a|-]) \leftarrow \text{arc}(a, c), \text{path}(c, [c|-]), & \text{path}(c, [c|-]) \leftarrow \text{arc}(c, d), \text{path}(d, [d|-])., \\
\text{path}(d, [f|-]) \leftarrow \text{arc}(d, f), \text{path}(f, [f|]), & \text{path}(f, [f|]) \leftarrow \text{final}(f),. \\
\text{final}(f)., \text{arc}(a, c)., \text{arc}(c, d)., \text{arc}(d, f). 
\end{cases}
\]

The facts of path in \( \text{lfp}(D_{p}^\varphi) \) represent vertices, which are connected to the vertices \( a \) and \( f \).

We prove the safeness of the top-down phase in the following lemma and theorem.

**Lemma 20.** \( \gamma_c(\mathcal{D}_{p}^\varphi(J^\varphi)) \subseteq \mathcal{D}_{p}(\gamma_c(J^\varphi)) \) for all \( J^\varphi \in \varphi(G_p^\varphi) \).

**Proof.** See [3] for the proof. \( \square \)

**Theorem 21.** \( \gamma(\text{lfp}(\mathcal{D}_{p}^\varphi)) \subseteq \text{lfp}(\mathcal{D}_{p}) \) for any program \( P \).

**Proof.** By Galois insertion \(((\varphi(\text{lfp}(\mathcal{D}_{p}^\varphi)), \subseteq), a_c, (\varphi(\text{lfp}(\mathcal{D}_{p}^\varphi)), \subseteq), \gamma_c)\), Lemma 20 and Proposition 3. \( \square \)

**5. Abstract filter**

The bottom-up phase provides the approximated success patterns of every clause. If some atom does not participate in them, it need not be considered in the query evaluation since it must not participate in some real success patterns. The top-down phase finds only the approximated success patterns relevant to a given query. If some fact does not participate in them, it need not be considered in the query evaluation, since it is not relevant to a given query even if it participates in some success patterns.

We now define abstract filters using the result of the abstract analysis. The set of all the abstract instances of a rule \( \delta \) in \( \text{lfp}(\mathcal{D}_{p}^\varphi) \) is denoted by \( \text{lfp}(\mathcal{D}_{p}^\varphi)[\delta] \) and the set of all the abstract instances of the \( i \)th body atom in \( \text{lfp}(\mathcal{D}_{p}^\varphi)[B] \) by \( \text{lfp}(\mathcal{D}_{p}^\varphi)[\delta][i] \).

**Definition 22.** Let \( \text{Arg-Var}(\delta, i) = \langle P_1, \ldots, P_m \rangle \). The abstract filter \( AF_{\delta,i} \) of each port \((p, \delta)/i\) in \( E_{P,R} \) is defined by

\[
AF_{\delta,i} = \langle P_1, \ldots, P_m \rangle \in \text{lfp}(\mathcal{D}_{p}^\varphi)[\delta][i].
\]

which means that an atom \( A(=p(t_1, \ldots, t_m)) \) or its tuple satisfies \( AF_{\delta,i} \), denoted by \( A \in AF_{\delta,i} \) if it is in \( \gamma(\text{lfp}(\mathcal{D}_{p}^\varphi)[\delta][i]) \). We can define the abstract filters of the input ports of a given query \( Q = B_1, \ldots, B_n \) using \( J_{query}^\varphi \) where

\[
J_{query}^\varphi = \left\{ \alpha_c(Q \varphi^\varphi) \right\} \left| \left\{ B_1^\varphi, \ldots, B_n^\varphi \right\} \subseteq \text{lfp}(T_p^\varphi), \right. \\
\varphi^\varphi = \text{mgu}^\varphi((B_1, \ldots, B_n), (B_1^\varphi, \ldots, B_n^\varphi)) \right\}.
\]

**Example 23.** The abstract filters with the depth of abstraction 2 for the program \( P \) in Example 16 are computed using \( \text{lfp}(\mathcal{D}_{p}^\varphi) \).

\[
AF_{B,1} = \langle \text{Arc1}, \text{Arc2} \rangle \in \{ \text{arc}(a, c), \text{arc}(c, d), \text{arc}(d, f) \},
\]

\[
AF_{B,2} = \langle \text{Path1}, \text{Path2} \rangle \in \{ \text{path}(f, [f]), \text{path}(d, [d|-]), \text{path}(c, [c|-]) \}.
\]
The evaluation with the abstract filters generates \( \text{path}(d, [d, f]), \text{path}(c, [c, d, f]) \) and \( \text{path}(a, [a, c, d, f]) \) by the rule \( \beta \). The static filters can not give any restrictions to the input ports of \( \beta \), so the rule \( \beta \) generates 7 facts. If the query is \( \text{path}(X, [a, c, d, f]) \), the abstract filter is the same as above, and the static filters of \( \beta \) are \( SF_{\beta,1} = \text{Arc1} \in \{a, c, d, f\} \) and \( SF_{\beta,2} = \text{Path2} \in \{ [c, d, f], [d, f], [f], [] \} \). The two evaluations generate 3 facts by \( \beta \), but \( \beta \) receives irrelevant facts \( \text{arc}(a, b) \) and \( \text{arc}(c, b) \) with the static filters.

Let \( T_{\text{AF}} \) be the operator defined for the abstract filter \( AF \) as in Definition 5. The completeness of the abstract filter is shown as follows.

**Theorem 24.** \( \text{lfp}(T_{\text{AF}}) \) is equivalent to \( \text{lfp}(T_p) \) with respect to the query \( Q \).

**Proof.** Straightforward from Theorem 21. \( \square \)

The abstract filters are shown to be at least as powerful as the static filters, assuming both are computed using the depth-\( k \) abstraction. Practically, the abstract filter can be used in conjunction with the static filter with higher depth-\( k \) signature, because the depth-\( k \) signature is more powerful, and the computation of the static filters is less time consuming. The **conjuncted filter** \( CF \) can be defined as \( CF = SF \land AF \). Its completeness can be easily shown from the completeness of the two filters.

**Theorem 25.** \( \text{lfp}(T_{\text{AF}}) \subseteq \text{lfp}(T_p) \) for any program \( P \).

**Proof.** We show that the body atoms of all abstract clauses in \( \text{lfp}(P_{\text{AF}}) \) satisfy the corresponding static filters. As \( \text{lfp}(P_{\text{AF}}) \) computes the set of all abstract clauses in every abstract proof tree [3], the proof is by induction on the level of abstract proof tree using the safeness of \( SF \). See [3] for details. \( \square \)

### 6. Discussion and conclusion

Enumeration of all success patterns in the bottom-up phase may be time consuming. This problem is partly overcome by using the depth-\( k \) abstraction. Consider the rules in Example 16 and suppose a graph \( G = (V, E) \) is represented by facts in the program. When the depth of abstraction is one or two, the number of instances of \( \text{path}(X, [X \mid P]) \) in \( \text{lfp}(U_{\alpha}) \) is bounded by \(|V|\) and that of the rule \( \beta \) in \( \text{lfp}(U_{\alpha}) \) by \(|E|\) whether the graph is acyclic or not. On the other hand, when the graph is acyclic, the number of instances of \( \text{path}(X, [X \mid P]) \) in \( \text{lfp}(T_p) \) is bounded by \(|V|!\), and may be infinite when it is cyclic. Moreover, small depth of abstraction is very useful as shown in the example. The depth of abstraction can be chosen depending on the property of programs, and in case the depth \( k \) should be very small, we can use the abstract filter in conjunction with the static filter with higher depth-\( k \) signature. Even in this case, the abstract filter is useful, since it is computed from the approximated success patterns.

Moreover, the proposed approach has merit in the sense that the result of the bottom-up phase can be utilized for any queries to the same program. Since many different queries are usually asked over the same program, it is a good property that the bottom-up phase is done once for a program and different top-down phases are done for different given queries. The bottom-up phase can be optimized, for example, if it is executed over the transformed program by Magic Sets. It, however, must be repeated whenever new queries are given for the same program.

In summary, we have proposed a new filter computation method using the result of the two-phase analysis. The new abstract filter is shown to be at least as powerful as the static filter under the
assumption. Practically, the abstract filter can be used in conjunction with the static filter. We are generalizing our approach to some safe approximation such as ground dependencies, sharing etc.
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